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Metagenomics

The study of microbes that inhabit an environment, 
such as soil, human gut, or ocean

Soil sample

Human gut
Ocean sample
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Why study microbes in an environment?

Environment: elemental cycle, pollution control, cleanup, etc.
Human: protection from pathogens, immune systems regulation, etc.
Industrial: wastewater treatment, bioprospecting, fermentations, etc.

Human health
Environmental science

Industrial applications
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Classification is the critical first step in
metagenomics

Simon H. Ye, Katherine J. Siddle, Daniel J. Park, and Pardis C. Sabeti Cell 2019
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● MetaGNN: uses graph neural networks (GNN) to perform metagenomic classification

○ Graph neural networks are employed in a semi-supervised manner

● MetaGNN uses both the sequence contents and connectivity information

● Works for both short- and long-reads metagenomic data

● In our evaluation, compared to existing tools:

○ Short reads: MetaGNN gets an order-of-magnitude higher accuracy

○ Long reads: MetaGNN gets similar accuracy 

In this talk:

Prashant Pandey, Giulia Guidi, Alok Tripathy, Aydın Buluc, and Katherine Yelick 2021
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Classification is computationally 
challenging

● High throughput sequencing generates millions of short sequences

● Aligning sequences to a databases of known genomes is not feasible

● Exponential growth of sequencing data makes the problem even more challenging
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k-mer matching is the standard 
classification technique

Derrick E Wood and Steven L Salzberg Genome Biology 2014
Derrick E Wood, Jennifer Lu, and Ben Langmead Genome Biology 2019

- 10 -



BERKELEY LAB Office of
Science

Using only nucleotide content is 
suboptimal

● Short sequences do not offer enough abundance information

● Low abundance species tend to be classified with similar species with high 

abundance

● Hard to distinguish between closely related species
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Can we use connectivity information?

Overlap graph
Nodes: sequences, Edges: overlaps between sequences

Schatz MC, Delcher AL, Salzberg SL Genome Research 2010
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Applying GNN to overlap graphs
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Graph neural network

A GNN learns embeddings for each node in the graph using neighborhood aggregation
Node embeddings can be further used for node label prediction
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MetaGNN pipeline

Overlap graph with tetra-nucleotide content of sequences as 
node embeddings 
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Overlap graph with ground-truth labels for training set nodes

MetaGNN pipeline
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MetaGNN pipeline

Semi-supervised node classification using a two-layer graph 
convolution network and ReLU

Graph 
convolution

Graph 
convolution

ReLU

Dropout

Softmax

Semi-labelled 
graph

Labelled graph
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Metagenomic datasets

Short and long read datasets
CAMI datasets are sampled based on the species
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Critical Assessment of Metagenome Interpretation—a benchmark of metagenomics software Nature Methods 2017
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CAMI low (short reads)

MetaGNN improves the accuracy by an order-of-magnitude for short-read 
data compared to state-of-the-art binning/classification tools

F1 score
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CAMI airways (long reads)

F1 score

MetaGNN offers similar accuracy compared to the best 
binning/classification tools for long-read data
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● We used GNN in a semi-supervised setting where ground truth is known for a small 

portion of reads

● MetaGNN shows that GNN can serve as a powerful classifier for metagenomic data

● Future directions

○ Perform unsupervised clustering of metagenomic data using GNN 

○ Model a classifier for novel species found in real metagenomic data

○ Scale MetaGNN to larger metagenomic datasets

Conclusion

https://prashantpandey.github.io
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https://prashantpandey.github.io
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MetaGNN pipeline

Alternate 
Camera space

Overlap graph with no labels Overlap graph with training labels Overlap graph with learned labels

● Assign ground truth labels to 
training nodes

● Assign tetra-nucleotide 
frequency as node vectors

Semi-supervised learning using 
Graph Convolutional Network 

(GCN)
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