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ABSTRACT

B-trees are the go-to data structure for in-memory indexes in databases and storage systems. B-trees support both point operations (i.e., inserts and finds) and range operations (i.e., iterators and maps). However, there is an inherent tradeoff between point and range operations since the optimal node size for point operations is much smaller than the optimal node size for range operations. Existing implementations use a relatively small node size to achieve fast point operations at the cost of range operation throughput.

We present the BP-tree, a variant of the B-tree, that overcomes the decades-old point-range operation tradeoff in traditional B-trees. In the BP-tree, the leaf nodes are much larger in size than the internal nodes to support faster range scans. To avoid any slowdown in point operations due to large leaf nodes, we introduce a new insert-optimized array called the buffered partitioned array (BPA) to efficiently organize data in leaf nodes. The BPA supports fast insertions by delaying ordering the keys in the array. This results in much faster range operations and faster point operations at the same time in the BP-tree.

Our experiments show that on 48 hyperthreads, on workloads generated from the Yahoo! Cloud Serving Benchmark (YCSB), the BP-tree supports similar or faster point operation throughput (between $0.94 \times - 1.2 \times$ faster) compared to Masstree and OpenBw-tree, two state-of-the-art in-memory key-value (KV) stores. On a YCSB workload with short scans, the BP-tree is about $7.4 \times$ faster than Masstree and $1.6 \times$ faster than OpenBw-tree. Furthermore, we extend the YCSB to add large range workloads, commonly found in database applications, and show that the BP-tree is $30 \times$ faster than Masstree and $2.5 \times$ faster than OpenBw-tree.

We also provide a reference implementation for a concurrent B*tree and find that the BP-tree supports faster (between $1.05 \times - 1.2 \times$ faster) point operations when compared to the best-case configuration for B*-trees for point operations while supporting similar performance (about $0.95 \times$ as fast) on short range operations and faster (about $1.3 \times$ faster) long range operations.
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1 A B*-tree is a scan-optimized variant of B-trees that stores all data records in the leaves and only pivot keys in the internal nodes. The B*-tree is widely implemented in real-world applications and is faster than the traditional B-tree. The B*-tree supports faster range scans and is used in databases such as PostgreSQL [64], and SplinterDB [21].

1 INTRODUCTION

The B-tree (or B*-tree1) has been the fundamental access path structure in databases and storage systems for over five decades [20, 33]. B-trees are a generalization of self-balancing binary search trees to arbitrary fanouts (with more than two children per node). They store elements in each node in a sorted array. Given a cache-line size $Z$ [1], a B-tree with $N$ elements and node size $B = \Theta(Z)$ supports the point operations $\text{insert}$ and $\text{find}$ in $O(\log_B(N))$ cache-line transfers in the I/O model [1].

B-trees are one of the top choices for in-memory indexing [81] due to their cache efficiency though they were initially introduced for indexing data stored on disk [7]. B-trees are especially popular in databases and file systems because they support logarithmic point operations (inserts and finds) and efficient range operations (range queries and scans) that read blocks of data [45, 69]. They are also extensively used as the in-memory index in many popular databases such as MongoDB [54], CouchDB [24], ScyllaDB [71], PostgreSQL [64], and SplinterDB [21].

There is an inherent tradeoff between point and range operations in practice for B-trees as the optimal node size is quite different for these two classes of workload. For range queries, the B-tree requires $O(\log_B(N) + k/B)$ cache-line transfers, where $k$ is the size of the range. For long range queries, the $k/B$ factor is the higher-order

Figure 1: Normalized performance compared to the fastest configuration (for each operation) in a concurrent B*-tree with 48 hyperthreads.
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term, so increasing the node size improves range query performance. However, the performance of point insertions does not improve and may even suffer with larger nodes because the cost of keeping the items ordered in the nodes grows with the size of the node.

Figure 1 illustrates the empirical\(^2\) point-range operation tradeoff with varying node size in a reference concurrent B-tree. Prior work showed that setting the node size much larger than the cache-line size can improve both point and range operations [19, 36]. Similarly, we found that the optimal node size for point operations was \(2^{10}\) bytes in the tested B-tree. In contrast, the range query performance improves with the node size as the nodes grow past \(2^{10}\) bytes in size. However, it starts to stagnate beyond \(2^{16}\) bytes. Large nodes improve range queries because they convert random cache accesses to sequential ones by reading more contiguous data. However, as the node size grows, insertion performance suffers because more elements are shifted around to maintain order upon each insert.

**Point and range operations in key-value stores.** One of the core use cases for B-trees is to support key-value (KV) stores [53], a ubiquitous method of storing data as a collection of records, or key-value pairs. KV stores are used extensively in systems such as Dynamo [25], Redis [43], and Memcached [28, 61].

KV stores have traditionally been optimized and benchmarked for point operations (e.g., get and put) that underlie online transaction processing (OLTP) applications such as those in the Yahoo! Cloud Serving Benchmark (YCSB) [22]. The original YCSB workloads center around point operations such as point insertions and queries. They contain range queries, but only in a limited capacity because range operations are not as common as point operations in OLTP.

However, emerging real-time analytics applications increasingly require both fast point and range operations (e.g., range queries and maps) in the same in-memory KV store [6, 14]. Range queries from transactional workloads are often short (i.e., they involve only a few elements) — the default configuration in YCSB generates range queries with a maximum length of 100. In contrast, range queries from analytical workloads may be much longer and access a constant fraction of the data (e.g., 1% or 10%) [63]. To address this issue, prior work has focused on efficiently supporting both transactional and analytic processing applications on disk [18, 29, 35, 63, 67]. Recently, there has also been significant effort towards optimizing large range queries for in-memory KV stores [6, 14, 16, 26, 27, 74]. These works are motivated by in-memory workloads from databases [14, 51] and graph analytics [26, 58, 59] that require long scans. This paper focuses on the case of in-memory KV stores.

Systems optimized for either point operations or range operations may suffer on the other type of workload. For example, prior work showed that state-of-the-art KV stores such as Cassandra [17], RAMCloud [56], and RocksDB [68] perform poorly on long range queries because they were designed for point and short queries [62, 63]. Furthermore, HBase [37] integrates support for point and range operations but has been shown to underperform on point lookups compared to other KV stores.

**Overcoming the point-range tradeoff in B-trees.** The goal of this paper is to overcome the inherent point-range tradeoff in B-trees by making the nodes bigger to support fast range operations without compromising on point insert performance. As shown in Figure 1, simply making the nodes bigger while keeping the same sorted-array data structure in the nodes does not solve the problem because it improves range operations at the cost of point operation throughput.

To design a B-tree that achieves high performance for both point and range operations, we base our design on two insights about data layouts from Idreos et al. [40]: 1) that the internal nodes and leaf nodes in a B-tree do not have to be the same size, and 2) that the elements in a B-tree node are not necessarily sorted. This paper builds on these observations to achieve high throughput for both point and range operations in B-trees with optimized data structure design in B-tree nodes.

Overcoming the point-range tradeoff by making the leaf nodes large (for faster range operations) requires cleverly organizing data records inside leaf nodes to support efficient updates. Naively increasing the size of only the leaves does not solve the problem because it improves range operation throughput at the cost of point operation throughput\(^3\). Furthermore, simply relaxing the sortedness constraint in the nodes by using a hash-based organization (as in [40]) does not solve the issue because hash tables do not efficiently support ordered range queries, which are a key component of scan-based workloads such as the ones generated by YCSB [22].

To improve range operation performance while maintaining fast point operations, we introduce a new insert-optimized array-based data structure called the **buffered partitioned array** (BPA) that we incorporate into B-tree leaf nodes to allow them to grow in size without sacrificing point insert throughput.

The BPA is faster for inserts than a traditional array for two main reasons. First, it buffers insertions to avoid shifting elements on every insert, drawing inspiration from write-optimized data structures [32]. Next, it partitions the array into blocks and leaves empty spaces in the blocks to further avoid shifting elements upon buffer flushes, emulating the Packed Memory Array (PMA) data structure [10, 42].

We use the BPA to create the **BP-tree**, a variant of the traditional B-tree that uses the BPA in the leaves and sets the leaf size to be much larger than the internal node size. This optimized B-tree design focuses on the leaves because the internal nodes are rarely updated in the steady state of the B-tree.

The BP-tree is optimized for long range queries that traverse multiple leaves in the B-tree but does not give up on point operation performance. It improves long range queries by avoiding pointer indirections that would have occurred with smaller leaf nodes, thereby converting random reads into sequential ones. Furthermore, the insert-optimized BPA ensures that there is no impact on the performance of point operations. In fact, it speeds up the point operations in some benchmarks.

**Results summary.** We implemented a concurrent BP-tree using the state-of-the-art TLX B-tree [12] and an optimistic concurrency control scheme [46] as the starting point. We include the baseline concurrent version of the TLX B-tree with 1024-byte nodes in the evaluation because this is the best node size for concurrent point operations on the machine. Additionally, we compare the BP-tree to the Maasstree [52] and OpenBw-tree [75], two state-of-the-art concurrent in-memory KV stores. To test all systems on both point and

---

\(^2\) Section 6 contains all details about the experimental setup and method.

\(^3\) We found that only changing the leaf size in B-trees results in similar trends to those in Figure 1.
range operations, we generated workloads from the YCSB [22] using both uniform-random and Zipfian distributions.

As we shall see in Section 6, the BP-tree achieves similar or better (between 95×-7.4× faster) performance on range operations from the original YCSB workloads while supporting similar point operation performance (between 94×-1.2× faster) when compared with the other systems. Specifically, the BP-tree is between 1×-1.2× faster than the baseline B-tree on point operations and achieves similar (.95× as fast) performance on short range queries from YCSB. Furthermore, the BP-tree is slightly slower (within .94× as fast) on point operations but about 7.4× faster on short range queries when compared to Masstree. Finally, the BP-tree is about 1.2× faster on point operations and 1.6× faster on short range operations when compared to OpenBw-tree.

Since the BP-tree is optimized for long range queries, we also tested all systems on long range query workloads by extending the YCSB workloads. The BPA enables the BP-tree to support faster range operations with larger leaves. We found that the BP-tree is about 1.3× faster than the concurrent B-tree, about 30× faster than Masstree, and about 2.5× faster than OpenBw-tree on large range queries.

Contributions
Specifically, the paper’s contributions are as follows:

- An empirical evaluation of the impact of the node size on various B-tree operations in a concurrent setting.
- Overcoming the decades-old point-range operation tradeoff in B-trees with the BP-tree, a variant of the B-tree that incorporates the BPA in the leaves.
- The design and implementation (in C++) of the buffered partitioned array (BPA), an insert-optimized data structure that reduces element moves compared to a sorted array.
- An evaluation of the BP-tree compared to a traditional B-tree, Masstree, and OpenBw-tree on workloads from YCSB that demonstrates that BP-tree supports faster range operations with similar or better point operation performance.

2 PRELIMINARIES

This section provides necessary background to understand the data structure improvements in this paper. First, we introduce the classical "Disk-Access Machine (DAM) model" and a refinement to the DAM model called the "affine model." Next, we review details about B-trees, their operations, and optimistic concurrency control.

Memory models. The Disk-Access Machine (DAM) model[1] captures algorithm cost in hierarchical memory by taking into account non-uniform access times in different levels of memory. It models two levels of memory: a small fixed-size cache and an unbounded-size slow memory. Any data must first be in the cache before it is processed. Data is transferred between the two levels in cache lines of size $Z$. An algorithm’s cost is measured in cache-line transfers.

The affine model [3, 8, 9, 70] refines the DAM model to explicitly account for the cost of random vs contiguous memory access. In the affine model, an I/O of $x$ words has cost $1 + ax$, where $a \ll 1$ is a hardware parameter. The 1 represents the normalized setup cost of doing an indirection (or seek, on disk) and $a$ is the normalized bandwidth cost.

B-tree structure and operations. B-trees generalize self-balancing binary trees to arbitrary fanouts to take advantage of the speed of contiguous memory access [7]. Just like binary trees, B-trees store elements in sorted order. Traditionally, B-trees store $B=\Theta(Z)$ elements per node in a sorted contiguous array. The height of a B-tree with $N$ elements and node size $B$ is $O(\log_B(N))$.

A B-tree exposes four operations:

- $insert(k, v)$: inserts a key-value pair $(k, v)$.
- $find(k)$: returns a pointer to the element with the smallest key that is at least $x$.
- $iterate_range(start, length, f)$: applies the function $f$ to length elements in order (by key) starting with the element with the smallest key that is at least $start$.
- $map_range(start, end, f)$: applies the function $f$ to all elements with keys in the range $[start, end]$.

This paper considers both range iteration and map because the importance of ordered iteration in the scan depends on the use case. For example, the YCSB requires range iteration to simulate an application example of threaded conversations [22]. On the other hand, some applications may not necessarily need to access the keys in order. For example, graph-processing systems [5, 72], feature storage for machine learning [38, 50, 60], and file system metadata management [66, 69]. Cassandra [17] supports range iterations natively, while HBase’s range query API [37] supports range maps natively.

B-tree theoretical bounds. We will now review the asymptotic bounds for the four main operations on a B-tree with $N$ elements and node size $B=\Theta(Z)$.

The B-tree supports the point operations $insert$ and $find$ in $O(\log_B(N))$ cache-line transfers. To find an element in a B-tree, we traverse the internal nodes and follow the pivots (elements at internal nodes) to find the leaf that the target element might reside in. This procedure takes $O(1)$ cache-line transfers at each level of the tree for a total cost of $O(\log_B(N))$ cache-line transfers. Inserts begin with a find for the correct leaf to insert the element into. To maintain elements in sorted order, we shift elements in the array in the target leaf to make space and place the element in the correct position. If the leaf becomes full, it splits into two leaves and the midpoint is promoted to become a pivot in the internal nodes. This promotion procedure proceeds up the tree, if necessary.

The B-tree supports the range operations $iterate_range$ and $map_range$ in $O(\log_B(N)+k/B)$ cache-line transfers where $k$ is the number of elements in the range. A range operation in a B-tree is comprised of a $find$ for the smallest element with a key that is at least $start$, which takes $O(\log_B(N))$ cache-line transfers. Since the B-tree stores elements in sorted order, it implements both $iterate_range$ and $map_range$ with a forward scan from the starting element, which takes $\Theta(k/B)$ cache-line transfers.

2.1 Concurrency control

This section describes the optimistic concurrency control mechanism [46] used in the B-tree and BP-tree in this paper to support simultaneous operations (i.e., concurrent inserts, finds, and range queries).
Each node is locked with a read/write lock, where multiple readers are allowed to access the node concurrently if no write lock is held. The operations below use hand-over-hand locking \([39]\) to traverse the tree. Hand-over-hand locking is a concurrency control mechanism where each thread holds at most two locks at a time. In hand-over-hand locking, a worker acquires the lock on a successor node (e.g., the lock on the child node) prior to releasing a lock on its predecessor (e.g., the lock on the parent node). To prevent deadlock, we maintain that locks are acquired in top-down\(^5\), then left to right order.

**Insert.** Insertions first make an optimistic descent by taking hand-over-hand read locks from the root down to the leaf, then taking the write lock on the leaf. If we are able to insert into the leaf without causing a split, then we successfully insert into the leaf and release all locks. If inserting into the leaf would cause a split, we check if the parent can handle an additional element. If the parent can handle the additional insert, the change will not propagate farther up the tree and we just need to acquire the write lock on the parent of the leaf. We first try to upgrade the current read lock on the parent to a write lock, which can only be done if no other threads hold the read lock on the parent. If the lock can be upgraded, we can complete the insert. If the parent of the leaf cannot be upgraded, since some other thread is trying to read or write the parent, we release all locks and restart the insertion operation with a pessimistic second descent. In the second descent, we take write locks from the root down to the leaf. Then we lock the leaf and the new right leaf (from the split), insert into the appropriate leaf, and propagate the midpoints back up the tree, unlocking as we go.

**Find.** Finds take read locks in a hand-over-hand fashion from the root down to the leaf, then take the read lock on the leaf and search for the key within the leaf.

**Range query.** Range queries first perform a find on the start key to locate the starting leaf of the query, then take read locks from left-to-right as needed in a hand-over-hand fashion starting from the leaf that resulted from the find.

### 3 BUFFERED PARTITIONED ARRAY: OPTIMIZING LARGE B-TREE LEAVES FOR INSERTS

This section describes the buffered partitioned array (BPA) data structure that enables the B-tree to maintain large leaf nodes without sacrificing updatability. It then describes how the BPA supports the operations described in Section 2.

The main idea behind the BPA is to create a data structure for B-tree nodes that uses a larger contiguous block of memory compared to traditional B-tree node sizes to enable fast scans while maintaining fast inserts. As demonstrated in Section 1, simply increasing the node size significantly degrades B-tree insert performance. Furthermore, the leaf node size determines overall performance because most of the writes affect only the leaves in the steady state. Therefore, we design a new data structure specifically for B-tree leaves.

At a high level, the BPA increases the size of the leaves by collapsing the last directory level of a B-tree and its children into a single contiguously allocated region of memory. However, it also employs additional optimizations to support fast insertions.

The BPA improves insertion throughput when compared to a sorted array by reducing data movement in two ways. First, the BPA buffers inserts to amortize data movement across operations. Next, it maintains empty spaces in the data structure in a "blocked structure" to avoid element shifting as much as possible even when the buffer becomes full. Finally, it does not maintain the elements in sorted order across the array. Specifically, the items inside blocks are not stored in order, which allows new inserts to be placed at the ends of blocks instead of requiring element shifts.

We omit the discussion of deletions for simplicity, but deletions are symmetric to insertions (by using tombstones).

**Layout.** The BPA uses a contiguous array to store its data, but partitions that array into three sections called the "log," the "header," and the "blocks," as illustrated in Figure 2a. It is parametrized by the following values:

- \(\log\_size\): the maximum number of buffered inserts.
- \(\num\_blocks\): the number of blocks in the data structure.
- \(\block\_size\): the maximum number of elements per block.

The **log** encompasses the first \(\log\_size\) slots (i.e., locations \([0,\log\_size]\)) and is used to buffer inserts that will later propagate to the rest of the data structure. The log coalesces multiple L1 fetches by ensuring that most inserts only read the first few cache lines of each BPA even if the overall size of the BPA is large (i.e., several Kb or more). The **header** uses the next \(\num\_blocks\) slots (i.e., locations \([\log\_size, \log\_size + \num\_blocks]\)) to partition the rest of the data structure by range. Each slot in the header holds the minimum element (or a block marker) in the corresponding block. The elements in the header are sorted. Finally, there are \(\num\_blocks\) **blocks** of \(\block\_size\) slots each. Each block’s elements fall in the range denoted by the corresponding header element. That is, the elements in block \(i\) fall in the range denoted by the elements at positions \([\log\_size + i, \log\_size + i + 1]\). The \(i\)-th block’s elements start at position \(\text{block}\_start = \log\_size + \num\_blocks \times i \times \block\_size\).

The **log** encompasses the cells in positions \([\text{block}\_start, \text{block}\_start + \block\_size]\). In contrast to the elements in the header, elements in the log and each individual block may not be sorted.

Just as in other buffered data structures such as the \(B^2\)-tree \([32]\), there may be two copies of an element in a BPA: one in the log and one in the blocks. However, if an element is present in both the log and the blocks, the copy in the log must have been the one that arrived later and is therefore the one returned during queries.

**Insert.** The BPA is an insert-optimized data structure that supports fast inserts by buffering inserts and storing elements in a contiguous array partitioned into fixed-size blocks with empty spaces. The BPA maintains the invariant that there is always at least one empty cell in the log and in each block after an insertion has been completed.

Suppose we want to insert a key-value pair \((k, v)\) into the BPA. The BPA first scans all elements in the log. If any of the elements in the log have \(k\) as their key, the BPA replaces that element with \((k, v)\) and returns. Otherwise, it appends the element to the end of the log. There are two cases after adding the new element to the log:

- **Case 1:** There is at least one empty cell left in the log.

\(^5\)Two-phase locking \([11]\), a classical concurrency control mechanism in databases, also grabs locks in a top-down fashion. However, it differs from hand-over-hand locking in that it 1) phases the acquiring and releasing of locks and 2) allows workers to hold more than two locks at a time.
The insertion is complete. The first insert in Figure 2a illustrates appending an element at the end of the buffer.

**Case 2:** There are no empty cells left in the log.

To maintain the invariant that there are empty cells in the log before any insert, the BPA sorts and then flushes, or moves, the elements to the rest of the data structure based on the partitioning given in the header. If this is the first time elements are being flushed from the log (e.g., near the beginning of the lifetime of the BPA) and there are no elements yet in the header, the log is ordered and simply moved to the header. Otherwise, if there are elements in the header, the BPA first counts up how many elements are in each block and stores the result in an array called count_per_block that stores how many elements are currently in each block. It then determines how many new elements (excluding duplicates) are destined for each block (based on the partitioning from the header) and stores the result in an array called new_destined_per_block.

There are two possible cases:

**Case 2a:** For all \( i = 0, 1, \ldots, \text{num\_blocks} - 1 \), \( \text{count\_per\_block}[i] + \text{new\_destined\_per\_block}[i] < \text{block\_size} \).

In this case, each block has enough space to accommodate elements from the log while still maintaining the invariant that there is at least one empty space in each block. The BPA flushes elements from the log to a block by 1) replacing any elements in the header/block with the same key as an element in the log with the newer version from the log and 2) moving all other elements in the log destined for the block into that block. If there are currently elements in the block, the BPA appends any relevant elements from the log to the end of those elements.

After the flush, the BPA completes the insertion by clearing the log.

**Case 2b:** For some \( i = 0, 1, \ldots, \text{num\_blocks} - 1 \), \( \text{count\_per\_block}[i] + \text{new\_destined\_per\_block}[i] \geq \text{block\_size} \).

The second insert in Figure 2a illustrates this case of possibly filling one of the blocks upon a flush.

If there is not enough space in at least one of the blocks to flush elements from the log, the BPA sorts each block and merges all elements (from the log, header, and blocks) into a separate array, removing duplicate keys (i.e., if there are elements with the same key in the log and the header/blocks) along the way. At the end of the merge, all elements in the data structure are stored in sorted order in the separate array. The BPA then performs a **redistribute** that chooses a new header that split elements as evenly as possible amongst the blocks.

After the redistribute, the BPA completes the insertion by clearing the log.

**Find.** Point queries in a BPA first check the log, then the header, and finally the blocks. If the key is found in the inserts in the log, the BPA returns that element. If the key is not found in the log, the BPA checks the header to see if the element is in the header. If the element is in the header, the BPA returns that element. If it is not in the header, the BPA uses the header to determine the block that the target element might possibly reside in. Finally, the BPA checks all elements in the relevant block and returns the element with the matching key, if there is one. Otherwise, it returns **null** because there was no element with a matching key.

**Range iteration.** Although the BPA is not globally sorted, it supports sorted iteration in a range (iterate_range) by sorting elements as necessary and then processing the elements in sorted order. Suppose the user calls the procedure iterate_range (start, length, f). The BPA first sorts the inserts in the log and the block that the start key would reside in. It then initializes two pointers: 1) a log_ptr which starts at the smallest element in the log that is greater than or equal to start, and 2) a blocks_ptr which starts at the smallest element in the header/blocks that is greater than or equal to start.

The BPA then performs a co-iteration with the two pointers to process length elements and applies the function f to those elements while advancing the pointers as necessary. If the query is not finished but the blocks_ptr reaches the end of its current block, the BPA sorts the next block (if there is one) and moves the blocks_ptr to the start of that block. If either of the pointers reaches the end of their respective sections (the log or the blocks) and fewer than length elements

---

The redistribute procedure is inspired by the Packed Memory Array (PMA) data structure [10, 42], but the PMA is distinct in that it may perform local redistributes that do not include all of the blocks, while the BPA only performs global redistributes of all blocks.
have been processed, the BPA advances the remaining pointer until it reaches the correct number of elements or runs out of elements.

As an additional optimization to avoid unnecessary sorting, the BPA keeps a bit vector of length \( \text{num\_blocks} \) that denotes whether the elements in each block are currently sorted. It sorts a block during a range query if and only if the corresponding bit in the bit vector is unset. If the BPA sorts a block as part of a redistribute or sorted range query, it sets the corresponding bit. If there are elements flushed to a block during an insert, the BPA unsets the corresponding bit because the elements in the block may have become unsorted.

Figure 2b presents a worked example of a sorted range query.

**Range map.** The procedure for range maps in the BPA is similar to the one for range iteration except that maps do not need to perform a two-finger co-iteration. The map first copies all elements in the log into a separate array and sorts it to avoid scanning through the entire log during the map for each block. It then scans through the inserts in the log and applies the function \( f \) to all elements that fall within the range. The BPA then scans through the relevant blocks, skipping all elements that are not in the range or that have a duplicate in the log.

**Methodology.** The main components of the in-memory affine model are \( Z \), the size of a cache line, \( \alpha \), the relative cost of a sequential cache-line access, \( r \), the cost of reading a random location in DRAM, and \( \omega \), the cost of writing to a random location in DRAM.

We empirically measure \( \alpha \) and \( r \) using the following scan test\(^7\). At a high level, this test allocates a large contiguous chunk of memory of \( N \) bytes and reads (and sums) the entire chunk in parallel in randomly-ordered fixed-size blocks of size \( f \) (using the same systems setup and pthreads as described in Section 6). All times are the average of 10 trials. Although the total number of bytes read is constant regardless of the setting of \( f \), the total time of the experiment decreases with increasing \( f \) because each block involves reading more contiguous memory. By setting \( f = Z \), we can compute the latency of reading a random cache line in DRAM by dividing the total time by the number of lines read. Furthermore, we can compute \( \alpha \) by increasing \( f \) and calculating the relative cost of reading consecutive cache lines compared to reading random cache lines. We set \( N = 2^{33} \) and set \( f \) as powers of 2 from \( 2^3 \) to \( 2^{10} \).

To measure the performance differences between a sorted array and the BPA, we perform a parallel copies test. We now describe the experiment for sorted arrays for simplicity, but the test for the BPA has the same structure. We insert and process \( n \) total elements in \( c \) distinct sorted arrays with \( s \) slots each (where \( n > s \)). We generate \( s \) uniform random key-value pairs (of 8 byte keys and values, for a total of 16 bytes per element). We first insert half of the \( s \) key-value pairs into the \( c \) copies without timing them to simulate the steady state of a B-tree where the leaves are at least half full. To time the insertions, we iterate serially over the remaining \( s/2 \) elements. We insert each element into all \( c \) copies in a random order in parallel. Therefore, the total number of timed insertions is \( n/2 \). To test worst-case finds, we iterate serially over all \( s \) elements not present in the data structures and in parallel try to find each of those elements in the \( c \) copies (in a random order of copies) to simulate reading leaves in a B-tree search that are unlikely to be in cache. Finally, in parallel, we perform a sum in all of the copies. We perform the same experiment for copies of the BPA where the number of slots is the number of slots in the blocks (not counting those in the log and header). We set \( n = 2^{28} \) and vary the number of slots \( s \) from \( 2^7 \) to \( 2^{12} \).

**Empirical parameters.** Using the scan test described above, we find \( \alpha = 0.3 \) and \( r = 1.95 \) ns. The machine has a cache-line size \( Z = 64 \) bytes and \( \omega = 2r \).

---

\(^7\)The code for the scan test can be found at https://github.com/wheatman/scan_test.
Let $A_Z$ be the size of the array in cache lines. Let $L_Z$ be the size of the log, $H_Z$ be the size of the header, and $B_Z$ be the size of blocks (all in terms of cache lines).

**Find prediction.** To analytically measure the cost of a find in a sorted array, we compute the number of random cache misses due to a binary search as $\log(A_Z)$ using the cache-line size as the base case for the recursion. To find the total latency per find, we multiply the number of cache misses by $r$, the latency of a random read in DRAM.

To analytically measure the cost of a find in a BPA, we compute the number of cache-line reads in the affine model to search in log, the header, and blocks. We compute the cost to search a log of $L$ bytes (in cache-line reads) as $r(1+\alpha(L_Z/2-1))$ because the log is half-full on average. We model the cost of reading the header without a random access because the log and header are contiguous (i.e., as $r(aH_Z/2)$). Since we fill the BPA, we compute the cost of reading the relevant block as $r(1+\alpha(B_Z/2-1))$.

Figure 3a shows that the BPA is empirically slower than the sorted array for finds, but that the affine model predicts that the BPA should be faster for point finds once the arrays are sufficiently large. The affine model is more accurate for BPA finds because they involve sequential reads, while the sorted array finds perform random accesses in a binary search.

**Insert prediction.** To predict the insert cost in a sorted array, we build upon the analytical cache misses for find. An insertion consists of a find and item shifts to make space for the new item. On average, half of the elements are moved upon each insert since the inputs are uniform random. Therefore, the latency of moving elements in the affine model upon each insert is $waA_Z/2$.

Each insertion iterates through the elements in the log to check for duplicates. If there is not a duplicate and there is enough space in the log, it places the new element at the end of the log. Therefore, since the log is half full on average, the average latency to iterate through the log and append to the end is $r(1+\alpha(L_Z/2-1)) + aw$. The BPA incurs this cost upon every insert.

The total cost of an insert in a BPA is amortized because the BPA flushes the elements to the blocks when the log is full. The first step in a flush is to read the header to determine which blocks elements are destined for, which has latency $ralt_z$. To determine how many blocks will be flushed to, we use a balls-and-bins analysis to compute the expected number of empty bins when $b$ balls are tossed into $b$ bins uniformly at random [23]. The expected number of empty bins is $X = b(1-1/b)^b$. Given $b$ blocks in the BPA, the number of bins touched during the flush is $T = b - X$. The next step is to search every block for duplicates of the elements in the log. Since each block is on average half full, this search incurs latency $Tr(1+\alpha(B_Z/2-1))$ per block. Appending to the end of all block has an additional expected latency $Taw$. The cost of this flush is amortized over the number of elements in the log.

Finally, since the input is uniform random, there is 1 expected global redistribute. We omit this cost since it is several orders of magnitude smaller than the total time to perform all insertions.

Figure 3b demonstrates that the affine model captures the empirical insert results: the insertion latency in a BPA grows more slowly as a function of the array size when compared with a sorted array.

**Figure 4: Relative slowdown (time), L3 cache misses, and bytes read during the scan test.**

**Scan prediction.** We use the affine model to model the number of cache misses to scan over the entire array and BPA. Just as in the classical I/O model, the affine model only accounts for cache-line transfers and does not measure the cost of additional computational overhead once the data is brought into cache (e.g., due to sorting). Given an array with $A_Z$ cache lines, the cost in the affine model to scan it (in cache lines) is $1+waA_Z - 1$. Similarly, the cost to scan a BPA in the affine model is $1+wa(A_Z + H_Z + L_Z B_Z - 1)$. We omit the additional computational processing cost of a BPA scan because the affine model only counts cache misses.

Figure 3c shows that the scan cost of both the sorted array and BPA decreases with the size of the size of the arrays. Furthermore, the affine model provides an accurate prediction of BPA scan performance by accounting for cache misses.

**Reasoning about scan performance.** We use the cache line and the DRAM memory controller (MC) to reason about the trends that drive the B-tree design and performance. Although the MC is not included in the original affine model, we perform empirical measurements\(^8\) to explain the performance trends seen in Figure 1 and report the results in Figure 4.

As demonstrated by Figure 1, modern processors include adjacent cache-line prefetchers to speed up contiguous access of even a few cache lines [41]. Although the cache-line size is 64 bytes, the affine model captures the fact that prefetching makes contiguous access faster. Therefore, the goal of the BPA is to take advantage of the speed of contiguous access.

Although the cache-line prefetcher does not cross page boundaries [41], we continue to observe performance improvements in the scan test with larger block sizes than the page size (a scan with a block size of 4Kb is about 1.1× slower than the best scan with a block size of 64Kb). The number of L3 cache misses does not improve significantly when the block size is greater than 4Kb.

We hypothesize that the improvements in scan performance for block sizes larger than a page shown in Figure 1 stem from the DRAM row buffers. Data is loaded in an interleaved fashion into DRAM row buffers of 8Kb each (one per bank). When data is accessed in DRAM, the entire row is brought into the row buffer for the corresponding bank. Figure 4 shows that block sizes smaller than 64Kb results in extra bytes read by the DRAM memory controller. For block sizes larger than 4Kb, the scan performance correlates exactly with the extra bytes read.

\(^8\)We used the Intel Performance Counter Monitor (https://github.com/intel/pcm) on the scan test run serially.
5 BP-TREE: INTEGRATING THE BPA INTO B-TREE LEAVES

This section introduces the BP-tree, a modified version of the concurrent B-tree described in Section 2 that uses large leaf nodes to optimize range operations without slowing down point operations. It uses the BPA from Section 3 in the leaf nodes and standard sorted arrays in the internal nodes. Next, this section describes how to implement the B-tree operations outlined in Section 2 in the BP-tree.

Structure. The BP-tree replaces the sorted array in the leaves of a B-tree with the BPA. The leaf nodes in the BP-tree do not have to be the same size as the internal nodes, and often are much larger because of the specialized BPA data structure.

Traditional B-trees keep track of exactly how many elements are in each leaf to determine when a leaf becomes too full during insertions. Since the BPA may contain duplicates of elements due to buffering, each leaf in a BP-tree keeps track of its num_elts, or the number of elements in each leaf (including duplicates), to determine how full the leaf node is. Although the count num_elts in the BP-tree may be an overestimate of the number of elements with different keys, it is at most log_size away from the correct count.

Concurrency control. As described in Section 2, the optimistic concurrency control mechanism in the BP-tree uses reader-writer locks on each node. To ensure thread-safety, the BP-tree acquires either the reader or the writer lock on the nodes depending on whether the node needs to be updated. The locks taken in the BP-tree are almost identical to those in the B-tree as described in Section 2. As we shall detail later in this section, the only difference is that the BP-tree takes only read locks during range iterations, while the BP-tree may occasionally write to the leaves (and therefore occasionally take the write lock on the leaves) during a range iteration.

Insert. Like inserts in the plain B-tree, inserts in the BP-tree first traverse down to the correct leaf by following the root-to-leaf path and then check if the target leaf is full (i.e., the count num_elts is equal to the number of slots in the BPA).

If the leaf is not full, we call insert on the BPA and increment the num_elts in the leaf. If the leaf is full, we first flush the log in the BPA in that leaf and then perform a split. A split creates a new "right" leaf and divides the elements as evenly as possible between the current leaf and the new leaf. Since log_size is much smaller than the size of the BPA, there are always enough elements in the BPA to perform a valid split even if all of the elements in the log are duplicates. The split moves the upper half of the full BPA's elements in sorted order into a new BPA structure. After a split, the current leaf contains the first half of elements in sorted order, and the new right leaf contains the new BPA with the remaining half of the elements. The BP-tree then checks which leaf the new element should be inserted into, and calls insert on that BPA.

Find. Finds in the BP-tree first traverse down to the leaf where the key would be located, then use the BPA’s find functionality.

Range iteration. BP-tree range iterations use the iterate_range functionality in the BPA to process elements in sorted order at the leaves. Given a call to iterate_range(start, length, f) in the BP-tree, the first step is to traverse down to the leaf where the start key would be located. The BP-tree then calls the iterate_range on the BPA (as described in Section 3) with the same parameters. The BPA reports the number of elements found in the query. If the reported number of elements found equals the length of the query, the query is finished. Otherwise, the BP-tree keeps track of how many elements have been processed so far. It then continues onto the next leaf and calls iterate_range on the BPA in this new leaf with the remaining number of elements in the query and adjusts the count of elements processed so far accordingly. This is repeated until the total number of elements processed is equal to length, or no next leaf exists.

The function iterate_range in the BPA may require taking the write lock on the leaf, since the iteration may need to sort the log and at least one of the blocks.

We implemented an additional optimization to reduce the number of times that a leaf’s write lock is taken, which is necessary to avoid contention on the write lock when the input distribution is skewed. When processing a leaf, the BP-tree first takes the read lock on that leaf and checks whether 1) the log is sorted, and 2) the relevant blocks are sorted (using the bit vector described in Section 3). If both conditions are met, the iteration can proceed with just the read lock because the relevant data is already sorted. If either is not true, however, the worker releases the read lock and acquires the write lock to sort the target data.

Range map. Range maps in a BP-tree are similar to range iterations, except that they use the map_range functionality in the BPA. Since range maps may require the write lock to sort the log, we employ a similar optimization to first take the read lock and only upgrade it to a write lock if necessary.

6 EVALUATION

This section demonstrates that the BP-tree improves long range operations without giving up point operation performance on a suite of microbenchmarks as well as on workloads generated from YCSB [22]. We try several node-size configurations of the concurrent B-tree and BP-tree and report the results in Section 6.1. We choose default configurations for the B-tree and BP-tree based on the results in Section 6.1 and compare them to Masstree [52] and OpenBw-tree [75], two state-of-the-art concurrent comparison-based in-memory KV stores, on a suite of workloads from the YCSB [22]. Section 7 reviews related work in KV stores and explains the choice of systems in this evaluation. We do not compare against hash-based approaches, since they do not support efficient range iteration.

The microbenchmarks demonstrate that the BP-tree supports long range operations up to 1.5× faster when compared with the best-case B-tree configuration for inserts. Furthermore, the BP-tree achieves slightly faster (about 1.05× faster) performance on point operations compared to the B-tree. The BP-tree achieves similar performance (about 1.04× faster) compared to the B-tree on short range operations.

Using the best configuration for inserts in the BP-tree and B-tree, we evaluate the BP-tree, B-tree, Masstree, and OpenBw-tree on point and range operations from the Yahoo! Cloud Serving Benchmark (YCSB) [22]. We found that the BP-tree supports similar point operation throughput (between 94×−1.2×) compared to other data structures. On the default YCSB workload with short scans, the BP-tree is about 7.4× faster than Masstree and 1.6× faster than OpenBw-tree. Furthermore, we extend the YCSB to add long-range workloads and
find that the BP-tree is 30x faster than Masstree and 2.5x faster than OpenBw-tree for large range queries.

**Systems setup.** All experiments were run on a 48-core 2-way hyperthreaded Intel® Xeon® Platinum 8275CL CPU @ 3.00GHz with 189 GB of memory from AWS [2]. The machine has 1.5MiB of L1 cache, 48 MiB of L2 cache, and 71.5 MiB of L3 cache across all of the cores. To avoid non-uniform memory access (NUMA) issues across sockets, we ran all experiments on a single socket with 24 physical cores and 48 hyperthreads.

All times are the median of 5 trials after one warm-up trial.

**Data structures setup.** We used the B-tree [20] from the TLX library [12] with 64-bit elements in map mode (i.e. with keys and values) as the starting point for our implementation. We then implemented the optimistic concurrency control scheme described in Section 2 on top of the main operations. We ran the operations concurrently using pthreads [55]. Finally, we implemented the BP-tree by replacing the arrays in the B-tree leaves with the BPA from Section 3.

We test various node sizes in two different types of blocked trees: 1) the standard B-tree which sets the internal and leaf node sizes to be the same, and 2) the BP-tree with BPA's in the leaf nodes. We also tried a variant of B-trees that only grows the leaf nodes and keeps the size of the internal nodes fixed, but found that the performance was similar to the traditional B-tree because the leaf nodes are the most affected during operations.

The B-tree takes a parameter node_size (in bytes) for both the internal and leaf nodes. We tested different (power of 2) node sizes ranging from \(2^9\) up to \(2^{10}\).

The BP-tree takes several parameters as described in Section 3: internal_size, header_size, and block_size. We tested various settings of all of the parameters and report results with a fixed\(^9\) internal_size = 1024 bytes and various leaf sizes.

The default configuration for the B-tree sets node_size = 1024 bytes. The default BP-tree sets internal_size = 1024 bytes, and header_size = block_size = 32 slots (for a total of 17408 bytes in each leaf.) We chose these configurations because they achieve the best insertion performance for the B-tree and BP-tree.

### 6.1 Evaluation on microbenchmarks

**Workloads setup.** We concurrently insert 100M uniform random elements in the range \([1, 2^{64}−1]\) into a tree that already has 100M uniform random elements. We then perform finds (point queries) for 1M of those elements. Finally, we tested range queries with varying maximum lengths. For each maximum length max_len tested, we performed 1M range iterations with lengths distributed uniformly randomly in the interval \([0, \text{max\_len}]\). We saved the start and end points of each of these queries and used them to perform 1M range maps on the same ranges.

Furthermore, to test the case of sequential insertions (i.e. insertions with monotonically increasing keys), we conducted an additional experiment of adding 100M monotonically increasing keys. Each thread sequentially inserts a set of monotonically increasing keys that is disjoint from any other thread’s set. The threads proceed concurrently with respect to each other.

**Inserts.** Figure 5 shows that the BP-tree achieves similar (1.04x faster) insertion throughput on random inputs when compared to the best-case insertion throughput of the baseline B-tree (at node_size = 1024). However, as shown in Table 1, the BP-tree is over 4.5x faster for inserts when compared to a B-tree with similar-sized leaf nodes. Figures 1 and 5 illustrates the decline in insertion throughput in the B-tree as the leaf size grows.

Although the default BP-tree has large leaf nodes (over 16k bytes), it achieves high insertion throughput because the optimized BPA data structure amortizes element moves across inserts. In the traditional B-tree, each insertion shifts existing elements within a leaf’s sorted array to make space for the new element. Therefore, the insertion performance in B-trees with sorted arrays in the leaves degrades with increasing leaf size because the number of element moves grows proportionally with the leaf size. In contrast, the BPA relaxes the sortedness of the leaves and buffers insertions in the log. It flushes elements to the blocks only when the log is full, amortizing accesses to the blocks across inserts.

We also found that the concurrent BP-tree achieves similar\(^10\) (96x) performance on sequential (monotonically increasing) insertions when compared to the B-tree. Sequential insertions are the worst case for the BP-tree because they maximize element redistributions in the BPA. In contrast, they are the best case for the B-tree because they minimize element moves in an array. However, the performance in both trees is similar because the log in the BPA amortizes the work of redistributes across insertions.

**Finds.** Figure 5 shows that the BP-tree supports finds about 1.06x faster than the default B-tree. Finding an element in a BPA avoids looking at the entire data structure via the header. In contrast, finding an element in an array requires a scan when the node size is small (up to 256 bytes) or a binary search when the node size is large.

As shown in Figure 1, the find throughput does not change as much as the insert throughput as a function of node size in a B-tree. When the nodes are sufficiently large, finds can be implemented in the B-tree with a binary search, which only requires looking at a logarithmic number of elements in each node (in contrast to a linear number of element moves upon an insert).

---

9We found that varying the size of the internal nodes did not have much of an effect on the performance, so we report results for a fixed internal node size.

10The BP-tree achieved 2.11E7 inserts/s and the B-tree achieved 2.03E7 inserts/s on sequential inserts.
Additionally, range maps are slightly slower (up to \(1.5 \times\)) compared to the best B-tree (BP-tree) configuration for that operation (1.0 is the best possible value).

Table 1: Throughput (thr., in operations per second) and normalized performance of point operations in the B-tree and BP-tree. Point operation throughput is reported in operations/s. We use N.P. to denote the normalized performance in the B-tree (BP-tree).

<table>
<thead>
<tr>
<th>Node size (bytes)</th>
<th>B-tree</th>
<th>BP-tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Insert</td>
<td>Find</td>
</tr>
<tr>
<td></td>
<td>Thr.</td>
<td>N.P.</td>
</tr>
<tr>
<td>256</td>
<td>8.72E6</td>
<td>0.47</td>
</tr>
<tr>
<td>512</td>
<td>1.56E7</td>
<td>0.84</td>
</tr>
<tr>
<td>1024</td>
<td>1.86E7</td>
<td>1.00</td>
</tr>
<tr>
<td>2048</td>
<td>1.74E7</td>
<td>0.93</td>
</tr>
<tr>
<td>4096</td>
<td>1.34E7</td>
<td>0.72</td>
</tr>
<tr>
<td>8192</td>
<td>8.04E6</td>
<td>0.43</td>
</tr>
<tr>
<td>16384</td>
<td>4.27E6</td>
<td>0.23</td>
</tr>
<tr>
<td>32768</td>
<td>2.20E6</td>
<td>0.12</td>
</tr>
<tr>
<td>65536</td>
<td>1.12E6</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Range operations. Figure 6 reports the throughput of short and long range iterations with growing node sizes in the B-tree and the BP-tree. We find that given a similar leaf size in the B-tree and BP-tree, the B-tree is about \(1.5 \times\) faster for range scans because it does not incur the computational overhead of the BPA. However, Figure 7 shows that the B-tree must give up on insertion performance to match the range performance of the default BP-tree configuration.

The BP-tree achieves about \(1.5 \times\) speedup on large range iterations when compared to the default B-tree configuration because the large leaves in the BP-tree reduce data movement as shown in Section 4. Furthermore, we find that the default BP-tree is slightly \((1.04 \times)\) faster for short range iterations when compared to the default B-tree because the range fits within the B-tree leaf. The large leaves in the BP-tree make the BP-tree better suited to machines with the HugePage optimization as it performs long sequential scans that can fit in huge pages compared to the B-tree.

As mentioned in Section 2, we also evaluate range maps, which processes elements in a range in any order. The BP-tree is about \(0.8\times\) as fast on short range maps and about \(1.7 \times\) faster on long range maps compared to the B-tree. The BP-tree achieves similar throughput for long range maps and iterations, but slower (about \(0.6 \times\)) performance on short range maps because of the relative cost of copying the log. Additionally, range maps are slightly slower (up to \(0.9 \times\)) compared to range iterations in a B-tree (which stores elements sorted) because

Figure 6: Range iteration throughput as a function of leaf size. The short scan has \(\text{max\_len} = 100\) and the long scan has \(\text{max\_len} = 100,000\).

Figure 7: Point and long range iteration throughput in various configurations of the B-tree and BP-tree.

of the difference in the range API, which leads to different compiler optimizations around unrolling.

6.2 Evaluation on YCSB workloads

We also evaluate the B-tree, BP-tree, Masstree, and OpenBw-tree\(^{11}\) on workloads from YCSB [77] and report the results in Figures 8 and 9 and Table 3.

Experimental setup. Table 3 presents details of the core workloads from YCSB [77]. We tested workloads\(^{12}\) A, B, C, and E from the core YCSB workloads by adapting the YCSB driver from RECIPE [47]. Running a workload in YCSB has two consecutive phases: 1) the \(\text{load}\) phase, which adds elements to the data structure, and 2) the \(\text{run}\) phase, which performs operations specified by the workload. For each workload, we generated 100M elements to insert in the load phase and 100M operations to perform in the run phase. We ran all 100M operations in each phase concurrently.

We tested both uniform random and zipfian distributions in the run phase using the generator from RECIPE [47]. In the uniform workload, the elements in both the load and run phases are generated from a uniform distribution. In the zipfian workload, the load

\(^{11}\)The implementation of Masstree is from https://github.com/kohler/masstree-beta, and the implementation of OpenBw-tree is from https://github.com/wangziqiu2013/BwTree.git.

\(^{12}\)We omit workload D from YCSB because it benchmarks the read-latest operation, which is not the focus of this work.
We added two new workloads: 1) workload X, which performs long range iterations and maps, and 2) workload Y, which focuses mostly on point operations (workloads A, B, and C). The BP-tree achieves similar (within $\pm 1.2\times$) performance compared to the other systems on the workloads containing point operations (workloads A, B, and C). The BP-tree is optimized for long range operations but is between $1\times$ and $2\times$ faster on point insertions despite the much larger leaves in the BP-tree because of the insert-optimized BPA in the leaves. Furthermore, the BP-tree is slightly slower (within $94\times$) on point operations compared to Masstree but about $1.2\times$ faster on point operations when compared to OpenBw-tree.

**Range operations.** We test both short and long range queries to illustrate the benefits of the BP-tree. The BP-tree is optimized for long range operations but is between $1\times$ and $2\times$ faster than the best-case B-tree for point insertions despite the much larger leaves in the BP-tree because of the insert-optimized BPA in the leaves. Furthermore, the BP-tree is slightly slower (within $94\times$) on point operations compared to Masstree but about $1.2\times$ faster on point operations when compared to OpenBw-tree.
Figure 9: Relative performance compared to the BP-tree on zipfian workloads generated from YCSB.

long range operations: the BP-tree is about 1.3× faster than the concurrent B-tree, about 30× faster than Masstree, and about 2.5× faster than OpenBw-tree on workloads X and Y. For short range operations (workload E), the BP-tree is about 7.4× faster than Masstree and about 1.6× faster than OpenBw-tree. However, the BP-tree is about 95× as fast as the B-tree on short range iterations (workload E) because the benefits of improved locality do not outweigh the computational overhead in the BP-tree when the range size fits in one node.

Effect of input distribution. We found that all systems were faster on the zipfian dataset than the uniform dataset because there are fewer unique elements, so there is more temporal locality in the operations. The relative performance between systems is similar across both input distributions.

7 RELATED WORK

This section reviews related work on KV stores to explain the choice of systems in the evaluation. It then discusses the relationship between the BP-tree and buffer trees.

In-memory KV stores. This paper focuses on comparison-based concurrent in-memory KV stores for concreteness, so the evaluation includes Masstree [52] and OpenBw-tree [75]. The literature on KV stores includes many other works, but we omit them because they are not directly comparable. For example, the hybrid B+-tree only provides API support for point operations [80], and Google’s B-tree is not thread-safe for concurrent writes [31]. Several range-optimized data structures [6, 15, 16] appear in the literature but are implemented in Java, so we omit them to avoid performance differences due to the underlying language. Finally, recent works have introduced non-comparison-based indexes such as ART [48] and HOT [13]. Future work includes exploring the potential of the BPA to speed up non-comparison-based indexes.

Disk-based KV stores. The log-structured merge (LSM) tree [57] is another hierarchical structure used frequently in disk-based key-value stores such as LevelDB [49] and RocksDB [68]. At a high level, the LSM tree contains multiple levels of tree-like structures of increasing size. The BPA has the potential to improve the smallest level of the LSM tree that resides in memory (i.e., the Memtable) because it must support concurrent point and range operations.

The BP-tree design takes inspiration from buffer trees, an extension of blocked trees optimized for minimizing writes in external memory [4, 32], but differs in terms of the tree structure and node organization. At a high level, buffer trees (e.g., the $B^*$-tree [32]) have the same pointer-based structure as B-trees but have a buffer at each node (both internal and leaf nodes). In contrast, the BP-tree only buffers elements in the leaf nodes to optimize for the in-memory case. Existing buffer trees are designed (and implemented) for external memory [4, 21] where each block fetch has a high fixed cost. However, in the in-memory setting, internal nodes high in the tree are likely to be maintained in close caches, so the in-memory BP-tree buffers elements only in the leaves, which are most likely not be in cache. Furthermore, traditional buffer trees store the non-buffered elements in sorted arrays, while the BP-tree stores elements in the block structure described in Section 3 for reduced data movement.

8 CONCLUSION

This paper overcomes the decades-old point-range operation trade-off in B-trees by developing an insert-optimized leaf-specific data structure. Traditionally, a user could decide to make B-tree nodes smaller to achieve the best possible point operation performance, or make the nodes larger to improve range operations but sacrifice point operations. This paper introduces the BP-tree, which overcomes this tradeoff by replacing the sorted array in traditional B-tree leaves with a specialized data structure called the buffered partitioned array.

The BP-tree is an ideal candidate for emerging applications that serve both range and point operations with the same data store. On a suite of workloads generated from YCSB, the BP-tree supports short range queries between 1.6×–7.4× faster and long range queries between 2.5×–30× when compared to Masstree and OpenBw-tree, two state-of-the-art KV stores. The BP-tree is optimized for range queries but achieves similar or better (between 94×–1.2×) point operation throughput compared to Masstree and OpenBw-tree.

Future work includes integrating the BPA into the leaves of an enterprise B-tree-based key-value store such as MongoDB [54] or CouchDB [24]. Furthermore, although this paper implements and evaluates the BPA in the leaves of a B-tree for concreteness, the higher-level technique of replacing sorted arrays in the nodes of a blocked structure to overcome the empirical point-range tradeoff can be used in other blocked data structures such as CSB trees [36, 65], LSM trees [57], and cache-optimized skiplists [30, 73, 76, 82].
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